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Abstract of the contribution: This contribution is to address the outstanding ENs in the Solution#10 BDT Extensions for KI#5. It also provides some update to the procedure for applying BDT policy to an existing PDU session.  
Background
The intent of this paper is to address the two outstanding ENs in Solution#10 to support KI#5. 
1. The first EN is about whether it is feasible for the BDT solution to be extended to support packet delay variance parameter
	Editor’s note:	Whether and How to monitor and report the Variance of Packet Delay for UL/DL of all UEs is FFS.

	Observation: 
Based on the KPI specified in TS 22.261, clause 7.2, it specifies the delay, bandwidth and reliability requirements to support Application AI/ML traffic for inference and model downloading.  There is no KPI requirement to support variance of packet delay.  Hence, it is unclear for the purpose of the EN for the need to monitor and to report the variance of packet delay for the UL/DL of all UEs.  
It is proposed to remove the EN above without any further justifications in the solution on whether and how to monitor and to report the variance of packet delay for UL/DL of all UEs.     


	Conclusion: 
As the only additional QoS requirement specified by the SA1 TS 22.261, clause 7.2 is the support of the Packet Delay Budget for the Application AI/ML traffic, it is proposed to remove the EN above without any further justifications in the Solution#10 on whether and how to monitor and to report the variance of packet delay for UL/DL of all UEs.. The EN above is no longer applicable for this Solution#10.   



2. The second EN is about how the proposed BDT extensions can support also general AI/ML traffic transmission.  
	Editor's note:	This solution is not only suitable for non-real-time AI/ML traffic transmission, but also suitable for general AI/ML traffic transmission. How this solution can be extended to support general AI/ML traffic transmission is FFS.

	Observation: 
When interpreting the meaning of the “general AI/ML traffic” in the context of this study, the 3GPP TS 22.261 which defines the stage-1 requirements of this study is referred.  In 3GPP TS 22.261, clause 6.40.1, three types of Application AI/ML operations were considered when defining the stage-1 requirements, and they are: 
a) AI/ML operation splitting between AI/ML endpoints
b) AI/ML model/data distribution and sharing over 5G system
c) Distributed/Federated Learning over 5G system
Among the above three operation types, type b) above could involve a specific UE or a group of UEs, where as type c) above will be target to a group of UEs.   When the application AI/ML transmits intermediate data, local training data, inference results or model performance data via the support of 5GS for a specific UE, the AF could leverage the Nnef_AFsessionWithQoS_Create request as described in TS 23.502, clause 5.15.6.6 to include specific QoS parameters for the AF session for the given UE.  Likewise, if the AF needs to update the QoS request for the AF session for a specific UE, AF could leverage Nnef_AFsessionWithQoS_Update request as described in TS 23.502, clause 5.15.6.6a to specify the corresponding Flow Description(s) and QoS parameter(s) for the QoS update.  
However, for the case of operation b) and c) which involves a group of UEs that could consume a high volume of network resources, then, it is very inefficient to have the AF to provision individual transport policy for individual UE one-by-one.  It is necessary that, the AF needs to coordinate with 5GS in advance to reserve/plan for such kind of transport. As the existing BDT procedure as described in TS 23.502, clause 4.16.7 is designed to handle the group signalling communication and policy configuration and reconfiguration, therefore, the existing BDT procedures Nnef_BDTPNegotiation_Create/Update with the QoS extension as proposed by this Solution#10 is the most efficient and more appropriate mechanism to support such planned and event driven AF session that involves a group of UEs when it is compared to other existing AF Session mechanisms.   

	Conclusion: 
When the application AI/ML transmits intermediate data, local training data, inference results or model performance data via the support of 5GS for a specific UE, the AF could leverage the Nnef_AFsessionWithQoS_Create/Update request for the AF session for the given UE.
When the application AI/ML operations involves a group of UEs that could consume a high volume of network resources, the existing BDT procedures Nnef_BDTPNegotiation_Create/Update as described in TS 23.502, clause 4.16.7 with the extension as proposed by this Solution#10 is the most efficient and more appropriate mechanism to support the planned and event driven AF session for application AI/ML operation types b) and c) above when it is compared to other existing AF Session mechanisms.  
Furthermore, when applying the BDT policy to an existing PDU session (e.g. BDT policy update to an existing PDU session which may or may not be part of the existing BDT’s PDU sessions), then either Npcf_PolicyAuthorization_Create/Update or Nnef_ApplyPolicy_Create/Update, respectively can be used to update the BDT policy for an existing PDU session. 


 
In addition to address the ENs, this PCR also provides some update to the clarify the existing BDT procedures on how to apply, update or remove BDT policy for a PDU session to be part of the BDT managed by the AF.    

Proposals
	***** Start of Change *****



[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037][bookmark: _Toc104816757]6.10	Solution #10: Background Data Transfer Extensions to support non-real-time Application AI/ML traffic transport
[bookmark: _Toc22214905][bookmark: _Toc23254038][bookmark: _Toc104816758]6.10.1	Description
This KI is to address KI#5: 5GC Enhancement to enable Application AI/ML Traffic Transport.
In 3GPP TS 22.261, clause 6.40.1, three types of Application AI/ML operations were considered when defining the stage-1 requirements, and they are: 
a) AI/ML operation splitting between AI/ML endpoints
b) AI/ML model/data distribution and sharing over 5G system
c) Distributed/Federated Learning over 5G system
Among the above three operation types, type b) above could involve a specific UE or a group of UEs, where as type c) above will be target to a group of UEs that would consume a high volume of network resources, it is very inefficient to have the AF to provision and to update individual transport policy for UE one-by-one when supporting the group transmission.  It is necessary that, the AF needs to coordinate with 5GS in advance to reserve/plan to support the application AI/ML operations that involve a group of UEs.  
Network capacity planning is a major challenge for any mobile operator. In order to enable the MNOs to assist ASPs to transport their Application AI/ML traffic in a more controlled time-table to ensure the availability of network resources, this solution proposes to extend the existing Background Data Transfer (BDT) mechanism to support planned and event driven application AI/ML traffic.
NOTE 1:	Occurrences of the name BDT throughout this solution (e.g. procedure names) may be replaced by a more suitable name, which may better reflect the enhancements proposed by this solution. This is to be discussed before conclusions are reached.
NOTE 2:	The updates to the TSs indicated in this paper are for information purpose only.
The existing BDT procedures Nnef_BDTPNegotiation_Create/Update as described in TS 23.502, clause 4.6.7 with the QoS extension is proposed by this Solution#10 to support such planned and event driven AF session that involves a group of UEs.   
As described in clause 6.1.2.4 of TS 23.503 [5], today BDT supports two different ways of applying data transfer policies, One is for a future PDU session and another one is for an existing PDU session. Even though the initial intent of BDT policy negotiation is to support non-time-critical data during off-hour, given the ability of BDT of allowing negotiation in advance of the desired data transfer time-table and location, data volume and data transfer policy (e.g. bit rate for one UE or a group of UEs, charging keys, etc.), including the ability to update it based on changing network conditions (e.g. triggered by NWDAF notifications) it is reasonable to extend the following existing BDT mechanisms to support the non-real-time Application AI/ML group data transfer (e.g. FL data transfer) that meets the operational behaviours as described in clause 6.40.2 of TS 22.261 [2]:
-	the in-time data transfer,
-	the event driven (e.g. responding to the threshold reporting of "Network Performance" from NWDAF for the area of interest and time window, UE's location etc.) data transfer, and
-	the dynamic policy adaptation data transfer
According to clause 7.10 of TS 22.261 [2], there are KPIs defined for the QoS performance for the data transfer to support split AI/ML inference, AI/ML model download and FL learning. In order to leverage the existing BDT mechanisms as described above to support the non-real-time Application AI/ML traffic, the BDT Transfer Policy needs to be extended to support additional QoS parameters beyond the traffic bit rate and volume that have been defined. The following additional QoS parameters are proposed by this solution to be added to the BDT Transfer Policy to support Application AI/ML traffic:
-	Packet Delay Budget for UL/DL per UE;
-	Packet Error Rate for UL/DL per UE;
-	Packet Loss Rate for UL/DL per UE;
-	Guaranteed Bitrate for UL/DL per UE.
[bookmark: _Hlk109231031]Editor's note:	Whether and How to monitor and report the Variance of Packet Delay for UL/DL of all UEs is FFS.
Editor's note:	This solution is not only suitable for non-real-time AI/ML traffic transmission, but also suitable for general AI/ML traffic transmission. How this solution can be extended to support general AI/ML traffic transmission is FFS.
[bookmark: a]NOTE 3:	The QoS parameters for uplink and downlink may be asymmetrical based on the KPIs that were defined in clause 7.10 of TS 22.261 [2].
In addition, this solution also proposes to merge with Solution#14 which addresses minimum guarantee of the QoS performance among the selected FL members when they are participating in the FL operation. When supporting the FL operation as described in TR 22.874 [8], [P.R.7.4-002] and related description, one fundamental important consideration is to eliminate bias - allowing diverse users and devices to participate and bring to the learning task diversity of input data, as the users will have different attributes. It is important not to merely focus on the 'best performing devices' in the federation and drop the rest. It may increase the performance in terms of time to iterate the synchronous federated learning task to drop stragglers, but this will reduce the diversity of the data set and introduce bias. This phenomenon as described is referred as "flock".
It is important to strike a right balance between performance and diversity when proceeding with the FL operation. The AF may not necessarily select the best performance UEs, but certain minimum performance should be guaranteed for the selected UEs in order to sustain the effectiveness of the FL operation. 5G system should avoid risking selected UE performance for participating in the federated learning process that are caused by an inappropriate communication resource allocation. The mobile network, at least, should guarantee the minimum required QoS for the selected UEs to ensure the adequate performance for the FL operation. In the context of this solution, Flock QoS refers to a set of QoS parameters that specifies the minimum QoS performance for a group of UEs.
Also as defined in the clause 6.1.2.4 of TS 23.503 [5], the PCF may determine the candidate list of BDT policies based on the analytics on "Network Performance" from NWDAF. In order to assist PCF to determine these additional QoS parameters to the BDT policy, it is necessary to enhance the "Network Performance" analytics by NWDAF. So this solution also proposes to add some new output parameters into the Network Performance analytics as defined in the Table 6.6.3-1 and Table 6.6.3-2 of TS 23.288 [6], such as:
-	Average packet delay;
-	Average packet error rate;
-	Average packet loss rate;
-	Average bitrate.
Further details of the proposal are described in the following Solutions clause.
[bookmark: _Toc104816759]6.10.2	Solutions	
The intent of this solution is to extend the existing BDT data transfer mechanism to support non-real-time Application AI/ML data transfer.
The solution describes the update to the BDT transfer policy in clause 6.1.2.4 of TS 23.503 [5]. This update includes added QoS parameters support and potentially update the Network Performance analytics by NWDAF in TS 23.288 [6] to support the additional QoS parameters. It also updates the existing BDT negotiation procedures for future PDU session as defined in clause 4.16.7.2 of TS 23.502 [4] to include the additional QoS parameters support, and in addition, it specifies how AIML AF discovers its serving NEF as well as the need for the NEF to authenticate/authorize the AIML AF. Finally, this solution presents the procedures on how BDT can be applied to the existing or future PDU session.
In addition, this solution also proposes to merge with Solution#14 which addresses minimum guarantee of the QoS performance among the selected FL members when they are participating in the FL operation.
[bookmark: _Toc104816760]6.10.2.1	Additional QoS Parameters for BDT Transfer Policy to support Application AI/ML data transfer
The current BDT data transfer policy does not support the QoS parameters other than the maximum aggregated bitrate. In order to meet the KPIs that have been defined in TS 22.261 [2], clause 7.10 to support the QoS performance for the data transfer for various Application AI/ML traffic, this solution proposed to enhance the BDT transfer policy for the support of the following QoS parameters that have been indicated in the KPIs:
-	Packet Delay Budget for UL/DL per UE
-	Packet Error Rate for UL/DL per UE
-	Packet Loss Rate for UL/DL per UE;
-	Guaranteed Bitrate for UL/DL per UE;
This solution proposes to update the BDT policy descriptions in clause 6.1.2.4 of TS 23.503 [5] and the Network Performance analytics by NWDAF in TS 23.288 [6] to include the support of the above QoS parameters. The proposed update to clause 6.1.2.4 of TS 23.503 [5] and the Network Performance analytics by NWDAF in TS 23.288 [6] is shown in "bold italic" below.

	[bookmark: _Toc19197330][bookmark: _Toc27896483][bookmark: _Toc36192651][bookmark: _Toc37076382][bookmark: _Toc45194828][bookmark: _Toc47594240][bookmark: _Toc51836871][bookmark: _Toc91154814]6.1.2.4	Negotiation for future background data transfer (TS 23.503 [5])
The AF may contact the PCF via the NEF (and Npcf_BDTPolicyControl_Create service operation) to request a time window and related conditions for future background data transfer (BDT).
NOTE 1:	The NEF may contact any PCF in the operator network.
The AF request shall contain an ASP identifier, the volume of data to be transferred per UE, the expected amount of UEs, the desired time window, the External Group Identifier and optionally, Network Area Information, MAC address or IP 3-tuple to identify the Application server, request for notification. The AF provides as Network Area Information either a geographical area (e.g. a civic address or shapes), or an area of interest that includes a list of TAs or list of NG-RAN nodes and/or a list of cell identifiers. When the AF provides a geographical area, then the NEF maps it based on local configuration into of a short list of TAs and/or NG-RAN nodes and/or cells identifiers that is provided to the PCF. In addition the AF may provide latency and reliability requirements for UL/DL per UE.
NOTE 2:	The latency and reliability requirements provided by the AF should be explicit enough such that the PCF will be able to map them to their corresponding Packet Delay Budget (PDB) for UL/DL per UE, Packet Error Rate(PER) for UL/DL per UE, for UL/DL per UE.
The PCF will ensure that network resources area available right before the time of the BDT actual data transmission in the following two ways:
1.	The PCF may interact with the NWDAF as described in TS 23.502 [4] 4.16.7.3, and upon receiving a notification about degradation of the network, may re-negotiate the background data transfer policy with the AF/NEF if needed. The subscription with the NWDAF can be such that the PCF will have visibility into the available network resources right until the moment of actual BDT transmission.
The NEF may map the ASP identifier based on local configuration to a DNN and S-NSSAI that is in addition provided to the PCF. The MAC address or IP 3-tuple to identify the Application server may be provided by the AF or may be locally configured at the PCF and it is used for the generation of a URSP rule for the application as well as a PCC rule for the application traffic. The request for notification is an indication that the ASP accepts that the BDT policy can be re-negotiated using the BDT warning notification procedure described in clause 4.16.7.3 of TS 23.502 [4].
NOTE 3:	A 3rd party application server is typically not able to provide any specific network area information and if so, the AF request is for the whole operator network.
The PCF shall first retrieve all existing BDT policies stored for any ASP from the UDR. The PCF may retrieve analytics on "Network Performance" from NWDAF following the procedure and services described in TS 23.288 [6]. Afterwards, the PCF shall determine, based on the information provided by the AF, the analytics on "Network Performance" if available and other available information (e.g. network policy and existing BDT policies) one or more BDT policies. The PCF may be configured to map the ASP identifier to a target DNN and S-NSSAI if the NEF did not provide the DNN, S-NSSAI to the PCF.
A BDT policy consists of a recommended time window for the background data transfer, a reference to a charging rate for this time window, optionally a maximum aggregated bitrate (indicating that the charging according to the referenced charging rate is only applicable for the aggregated traffic of all involved UEs that stays below this value) and optionally QoS parameters of Packet Delay Budget (PDB) for UL/DL per UE, Packet Error Rate(PER) for UL/DL per UE, Packet Loss Rate for UL/DL per UE, Guaranteed Bitrate for UL/DL per UE etc. to be equally used by any UE in the BDT group. Finally, the PCF shall provide the candidate list of BDT policies to the AF via NEF together with the Background Data Transfer Reference ID. If the AF received more than one BDT policy, the AF shall select one of them and inform the PCF about the selected BDT policy.
NOTE 4:	The maximum aggregated bitrate (optionally provided in a BDT policy) is not enforced in the network. The operator may apply offline CDRs processing (e.g. combining the accounted volume of the involved UEs for the time window) to determine whether the maximum aggregated bitrate for the set of UEs was exceeded by the ASP and charge the excess traffic differently.
NOTE 5:	It is assumed that the 3rd party application server is configured to understand the reference to a charging rate based on the agreement with the operator.
:
:
:

	***** Next Change *****




[bookmark: _Toc104816762]6.10.2.3	BDT Activation of Negotiated Future BDT Policy PDU Session or Updating/Removing BDT Policy for a given Application AI/ML data transfer to aExisting PDU Session to support Application AI/ML data transfer
This clause describes two ways to activate/apply the negotiated BDT policy background for a given Application AI/ML data transfer to the PDU Session(s) for given UE(s) - i.e. (a) activation activating of the negotiated BDT policy  future PDU session(s) based on the previously negotiated BDT policy as described in clause 6.10.2.2 above to a PDU session; and (b) activation adding of thean existing PDU session of the target UE to the BDT by applying the BDT policy just before the start of the BDT transfer window.
For the activation of the negotiated future PDU sessions(s) based on the previously negotiated BDT policy to a PDU session to support the Application AI/ML data transfer, before the start of the BDT transfer window, the AF triggers the UDR via NEF by actuating Nnef_ApplyPolicy_Create/Update service, if the AF is untrusted, to notify the PCF via Npcf_PolicyAuthorization_Create/Update as described in clause 4.15.6.8 of TS 23.502 [4]; otherwise, AF actuates Npcf_PolicyAuthorization_Create/Update directly to PCF. The AF discover the PCF (may be via NEF) via BSF by invoking Nbsf_Management_Discovery.  In both cases, the. PCF will then leverage the negotiated BDT policy to generate the PCC rules to support the establishment of the future PDU session(s). For future further details on how to apply the previously negotiated BDT policy can be referred to clause 6.1.2.4 of TS 23.503 [5] and clause 4.15.6.8 of TS 23.502 [4].
If the PDU session has been established and the AF would like to apply/update/delete the BDT policy to an such existing PDU session for individual UE to support the Application AI/ML data transfer, then the AF invokes the Npcf_PolicyAuthorization_Create/Update service directly to PCF (via the N5 interface) or via NEF (via the N5 interface). The AF may discover the PCF via BSF by invoking Nbsf_Management_Discovery.   The AF also provides the Background Data Transfer Reference ID together with the AF session information to the PCF that serves the PDU session. The PCF authorizes the AF request. If the PCF determines that the AF can't be authorized, it rejects the AF request. Once the PCF authorizes the AF request, and if the AF request is to apply or to update the PDU session with the BDT policy, the PCF retrieves the corresponding BDT policy from UDR to derives the PCC rule for the BDT according to the transfer policy which may include the Flock QoS policy consideration with the minimum guaranteed QoS requirements. In addition, the AF may specify the individual QoS parameters as described in clause 6.1.3.22 of TS 23.503 different than the BDT policy.  The PCF then updates the SMF with corresponding new PCC rule(s) with PCF initiated SM Policy Association Modification procedures as described in TS 23.502 [4], clause 4.16.5.2. Further details on how AF applies the Background Data Transfer Policy to an existing session are provided in clause 6.1.2.4 of TS 23.503 [5].
If the AF would like to remove the BDT policy for a PDU session of a given UE, AF invokes the Npcf_PolicyAuthorization_Delete service directly to PCF. The AF also provides the Background Data Transfer Reference ID together with the AF session information to the PCF that serves the PDU session. The PCF authorizes the AF request as described above before removing the PDU session from the BDT




Figure 6.10.2.3-1: Applying/Updating/Removing BDT policy to an existing PDU session to support Application AI/ML data transfer
1.	AF decides to leverage apply/update/delete the BDT policy of a given application AI/ML data transfer for an existinga PDU session to support its AI/ML data transfer, then the AF will, at the time the BDT data transfer is about to start, provide, for each the target UE, the Background Data Transfer Reference ID together with the AF session information to the PCF that serves the PDU session (via the N5 interface). Note that AF may need to discover the UE’s serving PCF via NEF with the support of BSF.  This Npcf_PolicyAuthorization_Create/Update/Delete service as described in clause 5.2.5.3.2 of TS 23.502 [4] is to authorise an AF request and to create policies as requested by the authorized AF for the PDU Session to which the AF session is bound. More specifically, the added latency and reliability requirements as described in clause 6.10.2.1 should be included in the AI/ML AF request.
NOTE:	It is not the scope of this solution to specify the event(s) or consideration(s) that triggers the AF decision to apply the BDT policy to an existing PDU session.
2.	The PCF authorizes the AF request.
3.	If the PCF determines that the AF can't be authorized, it rejects the AF request by including the rejection in Npcf_PolicyAuthorization_Create/Update/Delete response. All the subsequent steps below are skipped.
4-5. Once the PCF authorizes the AF request, if the AF request is to create or to update the BDT policy for the given PDU session, the PCF retrieves the corresponding BDT policy from UDR to derives the PCC rule(s) for the BDT according to the transfer policy that has been pre-provisioned which may include the Flock QoS policy consideration with the minimum QoS requirements.  In addition, the AF may specify an individual QoS parameters as described in clause 6.1.3.22 of TS 23.503 to replace the BDT policy for the given PDU session. 
6.	The PCF updates the SMF with corresponding new PCC rule(s) with PCF initiated SM Policy Association Modification procedures as described in clause 4.16.5.2 of TS 23.502 [4].
Further details on how PCC rules are applied to either future or an existing PDU session are provided in clause 6.1.2.4 of TS 23.503 [5].

***** End of Change *****
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